
Focal Self-attention for Local-Global Interactions in
Vision Transformers 



Through the visualization of  full self-attentions, we indeed observe that it learns to
attend local surroundings (like CNNs) and the global contexts at the same time.  

Standard self-attention can capture both short- and long-range interactions at fine-grain, 
but it suffers from high computational cost when it performs the attention on high-
resolution feature maps 
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When it comes to high-resolution images for dense predictions such as object detection 
or segmentation, a global and fine-grained self-attention becomes non-trivial due to the
quadratic computational cost with respect to the number of grids in feature maps. 

Recent works alternatively exploited either a coarse-grained global self-attention  or a 
fine-grained local self-attention  to reduce the computational burden. 
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This paper presents a new self-attention mechanism to capture both local and global 
interactions in Transformer layers for high-resolution inputs. 

Each token attends its closest surrounding tokens at fine granularity and the tokens far 
away at coarse granularity, and thus can capture both short- and long-range visual



multi-scale design architecture (swin-Transformer), which allows us to obtain high-resolution 
feature maps at earlier stages.

4 × 4 × 3 tokens

Patch embedding layer to reduce the spatial size of feature map by factor 2, while the feature 
dimension is increased by 2 



4 × 4 × 3 tokens

classification tasks:  take the average of the output from last stage and send it to a 
classification layer. 
object detection: the feature maps from last 3 or all 4 stages are fed to the detector head, 
depending on the particular detection method we use. 
The model capacity : can be customized by varying the input feature dimension d and the 
number of focal Transformer layers at each stage.



window-wise Focal self-attention 

Token groups
tokens inside a window partition 
share the same set of surroundings 
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take 224 × 224 images as inputs and the window partition size is also set to 7 
to make our models comparable to the Swin Transformers. 








